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Abstract

Within the framework of the European Nuclear Reactor Integrated Simulation Project (NURISP),
Computational Fluid Dynamics (CFD) software is validated for the ssimulation of the thermo-
hydraulics of pressurized thermal shocks. A proposed validation experiment is the test series per-
formed within the OECD ROSA V project in the Large Scale Test Facility (LSTF). The LSTF isa
1:48 volume-scaled model of a four-loop Westinghouse pressurized water reactor (PWR). ROSA V
Test T1-1investigatestemperature stratification under natural circulation conditions.

This paper describes calculations which were performed with the ANSY S CFD software for emer-
gency core cooling injection into one loop at single-phase flow conditions. Following the OECD-
INEA CFD Best Practice Guidelines (Mahaffy, 2007) the influence of grid resolution, discretisation
schemes, and turbulence models (Shear Stress Transport and Reynolds Stress M odel) on the mixing
in thecold leg wereinvestigated. A half-model was used for these ssimulations.

The transient calculations were started from a steady-state solution at natural circulation condi-
tions. The final calculations were obtained in a complete model of the downcomer. The results are
in good agreement with data.

1 INTRODUCTION

Within the framework of the European NURISP Prqj&fD software is validated for the simulation of
the thermo-hydraulics of pressurized thermal shdERsS). These phenomena are important for plaat lif
extension and aging.

PTS phenomena are characterised by multi-dimensimoraequilibrium flow conditions. They occur
when emergency core cooling (ECC) systems are tactuduring loss-of-coolant accidents (LOCA) in
pressurized water reactors (PWR). In these sitagtioold water is injected into the cold legs whiere
mixes with the hot primary coolant, and flows thato the pressure vessel. Insufficient mixing may
cause temperature stratification and steam contlensan the cold surface of the injected waterwFlo
oscillations may then cause thermal stresses isutreunding structures and lead to a reduced Méfgse
time.

Because of their importance, PTS effects have saaied experimentally and numerically. The avail-
able investigations can be subdivided into sepagtieet studies and combined-effect studies. Tipase
rate-effect studies deal only with a single aspéd®TS, like free surface flow or generic condeiosat
(Scheuerer, 2002). The combined-effect studiesparéormed in realistic reactor configurations, and
examine the interaction of all relevant effectsc@ese of their complexity and cost, only few dat& a
available.

Combined-effect PTS data have been collected itJghper Plenum Test Facility (UPTF). UPTF is a 1:1
model of a 1300 MWe Siemens/KWU PWR. In the UPTBtTle ECC injection into stagnant hot water
at small-break LOCA conditions was investigatede TFD simulation by Willemsen and Komen (2005)
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showed that buoyancy production terms have to bleided in the applied eddy turbulence models in
order to achieve a good representation of the testyre stratification in the cold leg.

The influence of density differences on the mixofgthe primary loop inventory and ECC water in a
PWR was analyzed at the Rossendorf Coolant MixR@EGOM) test facility. ROCOM is a 1:5-scaled

model of a German PWR. It is equipped with instratagon, which delivers high-resolution information

for concentration fields. Experimental and numédricaestigations by Hohne et al. (2005) show that
buoyancy dominates slug propagation. ECC waterhirgdhe downcomer flows in an almost vertical
path and reaches the lower downcomer sensor gifgelibw the inlet nozzle.

The ROSA V experiments which were performed inlthege Scale Test Facility LSTF (JAERI, 2003)
belong also to the combined-effect category. INREESA V experiments, the three-dimensional tempera-
ture field was measured in the cold leg and dowrezamnder realistic reactor conditions. The teseser
performed within the OECD ROSA V project was seddcas validation case in the NURISP project be-
cause of its detailed temperature data. In thipapFD simulations and data for the ROSA V Teét 1-
are compared and assessed. As the experimentakdaiaprietory, absolute temperature values can no
be provided.

2 ROSA YV EXPERIMENT

The LSTF emulates a Westinghouse-type four-loo 8342V thermal power PWR by a full-height and
1/48 volumetrically-scaled two-loop system (JAERQ08). The cold legs are identical, and consist of
straight and elbow parts which are attached tonth& coolant pumps, see Fig. 1. However, the ECC
injection nozzles in the cold legs differ in shapel location. ECC Nozzle A is perpendicular toriegn
pipe simulating VVER reactor type conditions, wiHHEC Nozzle B forms a 45° angle with the cold leg.

The ROSA V Test 1-1 was sponsored by the OECD progit was performed in 2006. The goal of the
experimental program was to investigate temperattragification under natural circulation conditson
and to provide data for the validation of CFD s@ftex To this end, temperatures were measured with
thermocouple rakes in the cold legs below the tgacnozzle (TE1), and at two cross-sectional pane
between the injection nozzle and the downcomer (TIEB). Three thermocouples were mounted verti-
cally below the injection nozzle. The rakes in ¢t leg consisted of 21 thermocouples in threarools

and seven rows. Additionally, 18 thermocouples wastalled in the downcomer below the cold legs
(TE4), see Fig. 2.

Fig. 3 shows the 21-thermocouple installation repnéative of positions TE2 and TE3 in the cold leg.
Fig. 4 shows how the 18-thermocouples are instatiethe downcomer. The nominal accuracy of the
thermocouple measurements is £ 2.75 K. The phgbbgranclude the supports which were used to hold
the thermocouple probes. These are relatively ldtgan therefore be expected that they influghee-

mal mixing and temperature stratification in thddckegs, and lead to additional experimental uncer-
tainty.

The ROSA V Test 1-1 experiment was performed iresgvsteps. It started with separated ECC injec-
tions into Cold Leg A, followed by injection intool Leg B at 15.5 MPa, and at 100 % primary inven-
tory with a core power corresponding to 2 % ofsbaled nominal power. Thereafter the water leved wa
reduced to 80 %, 70 % and 50 % of the inventoryh wD-minute intervals for re-stabilisation. Foegy
water level the ECC injection was performed in ssme, first into Cold Leg A, then into Cold Leg B.
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Fig. 4: Thermocouple installation in downcomertjleihd downcomer view from cold leg (right)

3 CFDANALYSIS

The CFD analysis was performed for the first phafs€est 1-1 at 100 % primary inventory and single-
phase flow injection into Loop A. The ANSYS CFD tedire was used for the simulations.

3.1 Geometry Generation

A CAD model of the cold legs, the ECC lines, and tlowncomer was generated on the basis of draw-
ings (JAERI, 2003). The complete length of the doemer was modelled to avoid feedback of boundary
conditions on the flow in the section of interdsbllowing recommendations of Farkas et al. (20@8),
rounded transition with a radius of 19 mm was usedonnect the cold legs and the downcomer. The
boundary conditions were specified at the cold Bigsctly after the primary coolant pumps, at theCe
lines, and at the lower part of the downcomer asvshin Fig. 5.
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Fig. 5: Geometry model and boundary condition ptane

3.2 Grid Generation

Following the OECD/NEA Best Practice Guidelines fid#y et al., 2007), three hexahedral grids with
increasing resolution were generated to performsiseity studies. In the first refinement step tinamber

of elements was mainly increased in the cold lagthe second step, the grid was additionally reffine
around the ECC nozzle. All generated grids wer&abtawith a minimum grid angle of 32°. Only 1 % of
the control volumes have grid angles with less #fh The resulting grids are shown in Fig. 6 fora@ss
section close to the inlet of the main pipe. Tharse grid has 1.0 million elements, the medium basd
5.2 million elements, and the fine grid has 8.0iomlelements for the complete geometry model.

T

Fig. 6: Computational grids close to inlet of mpipe
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3.3 Mathematical Modd's

In the ROSA V Test 1-1 steady-state natural citémhais established in the primary loop and thermai
coolant pumps are stopped before ECC injectionaidesl. The temperature difference between the hot
water in the primary system and the cold ECC wistenore than 200 K resulting in density differences
of about 20 %. As a consequence, natural circudlagomodelled in the CFD calculation by including
buoyancy terms in the momentum equations, anderptbduction terms of the turbulence model equa-
tions. The buoyancy terms are driven by the derdiifgrence between the hot and cold water. Water
density is calculated as a function of temperatur¢he basis of IAPWS-IF97 tables (Wagner and Kruse
1998). The dynamic viscosity and conductivity ¢ fluid are also derived from the IAPWS-IF97 tables

Two turbulence models were used in the simulatibe,Shear Stress Transport (SST) model of Menter
(1994) and a modification of the Reynolds stressehproposed by Launder et al. (1975). The modifica
tion of the Reynolds stress model concerns thethescple equation. In contrast to the original pgd

by Launder et al. (1995), a version using the tlamivorticity as length-scale equation was usethis
study. Both models were combined with ‘automaticliwfunctions in which the near-wall fluxes are
derived from either linear or logarithmic wall lawdepending on the position of the wall-adjaced gr
point.

3.4 Initial and Boundary Conditions

The transient calculations were started from adstatate solution of the natural circulation. A thump
positions, and at the ECC injection nozzle A, treasured mass flow rates and temperatures wereagsed
inlet boundary conditions. At the pump positiore thlet temperature was set to a constant valbs3i8

K. The measured temperature at the ECC nozzled/&noen 500 K to 300 K within 60 s.

At the outlet, which was positioned at the lowertpd the downcomer, a pressure boundary condition
was prescribed. At the walls no-slip boundary ctads for smooth surfaces were used. The energy
transfer between the fluid and the downcomer walls set to zero (adiabatic walls). This was the bes
approximation of the experimental conditions, gitvieat no temperature or heat flux measurements were
available. The approximation of adiabatic walls AE® been used by other authors, e.g. Farkaseifd T
(2008).

3.5 Numerical and Model Errors

A 180°-degree half model was used for the invetiga of numerical and model errors in order to
economize on computing resources. As a first stemtion errors were checked on each grid at gtead
state conditions. The purpose of this study wedetermine a convergence criterion of the itera@#d
solver such that iteration errors became insigaificFig. 7 shows temperatures at the measurermsnt p
tions as a function of the convergence criteridme Temperatures did not change any more when tie co
vergence criterion was reduced below 1 ¥.18s a consequence, a convergence criterion oL@*was
set in the calculations.

Discretization errors in time and space were alwcked on each grid. The influence of the spatial n
merical grid was investigated by comparing tempgeatransients on the three grids at the measutemen
position TE 1215. As ROSA V data are proprietaig, B shows only temperature differences instead of
absolute temperature values. Large difference®laserved between the coarse and medium grids. On
the other hand, temperature differences on theunedind fine grids amount to less than 1 K in thalfi
part of the transient. This is less than the theouple uncertainty of + 2.75 K. As a consequernite, t
medium-sized grid was chosen for the productiocuwations. It should be added that further grid re-
finement studies would be required to accuratelgntjfy the solution errors as described by Mahaffy
(2007). The comparison of calculations with firstker upwind and second-order high-resolution discre
sation schemes are shown in Fig. 9. As expectedsébond-order scheme predicts more oscillatowy flo
behaviour. The absolute temperature differencesdsst the two schemes were, however, not larger than
2 K.
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In order to save CPU time and to optimize the tgtep size, adaptive time stepping was used in combi
nation with an implicit first-order time discrett8an scheme. The influence of the initial time stéghe
adaptive scheme is shown in Fig. 10. The time stg@d during the transient calculation betweeri 0.0
and 1.0 s to achieve a convergence criterion »fL0* for the normalized residuals in all time steps. On
average 17 iterations per time step were nece$sappnvergence for the calculations starting viithl

s. The average influence of the time step sizeosral 8 K between 20 and 25 s, and amounts to dréun
K between 25 and 35 s. This corresponds to less2ia error considering absolute temperature values

Spatial and temporal grid convergence of the sahstwould require further refinement of time stapd
grid widths.
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Finally, the influence of the physical models wagestigated. To this end, the SST model, and the Re

nolds stress model (RSM) were compared. Fig. 1stas an example that there is no significant im-
provement from using the more complex RSM modeliciwiiook 1.4 times the calculation time of the

SST model. Therefore, all further calculations wageformed with the SST model.

4 RESULTSAND COMPARISON TO DATA

A 360° geometry model was used for the comparigainaulations and data. As the application of the
Best Practice Guidelines in section 3.5 had shdwahthe medium-sized grid produced the best results

terms of accuracy and calculation time a correspgn860° grid was generated for the production .runs
This grid had 5.2 million elements. The calculatomere performed with the ANSYS CFX software
(Version 12) on a Sun Galaxy with 16 processor®.@tGHz. The final calculations of 115 s transient
time took approximately 2 days calculation time.

An impression of the temperature distribution indCbeg A, and in the downcomer during ECC injec-
tion is shown in Fig. 12. The cold water in thedc@@g shows stratification, and an oscillatory rooti
The cold ECC water plume is transported downstrbgirthe main flow and touches the bottom wall of
the cold leg downstream of the injection nozzlettAs$ point, stratification is strongest. Downstredhe
cold water plume is sloshing from side to sidehia horizontal pipe and hot and cold water are miked
observed in the experiment, the cold water plunenigering the downcomer attached to the outer Vesse
wall.

A quantitative comparison of the temperature distion in the downcomer is shown in Fig. 13. Cltse
the vessel wall (TE1225) experiment and calculasimnin good agreement. At the barrel wall (TE1227)
the calculated temperatures are higher, while #ia thdicate stronger mixing of the cold water pdum
with the surrounding hot water. However, the experntal flow may be influenced by the relative large
fixtures of the thermocouples which could not bauded in the simulations because no geometry-infor
mation was available.
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Fig. 13: Comparison of simulation and data in thenicomer (TE1225, TE1227)

Fig. 14 and Fig. 15 show the comparison to datheicentral thermocouple position of rakes TE2 and
TE3 in the cold leg, respectively. The red and lbldashed lines show the measurement uncertainty of
the thermocouples. At position TE2 (Fig. 14), whistclose to the inlet nozzle, the calculation unde
predicts mixing above the centreline of the hortabpipe. The temperature in the upper part ofciid

leg is therefore higher than in the experiment.pasition TE3 (Fig. 15), the simulation results are
good agreement with data.
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Fig. 14: Comparison of simulation and data in Aaddg A (TE1187)
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Fig. 15: Comparison of simulations and data in Gald A (TE1208)

5 CONCLUSIONS

A numerical analysis of the ROSA V Test 1-1 wasfgrened with the ANSYS CFD software. The
ROSA V experiment investigates thermal stratificatat single-phase natural circulation conditiams i
the cold leg of a PWR. The numerical results wemagared with temperature measurements at three
rake positions in Cold Leg A, and at one positiothie downcomer below the cold leg.

The numerical grid generation and error analysis performed according to the OECD Best Practice
Guidelines. After reduction of numerical errors,daberrors were investigated by comparing different
turbulence models. The final comparison with ddtewseed good agreement. It leads to the following
conclusions:

* Close to the ECC injection nozzle, turbulent mixinduced at the shear layer between the cold
ECC-water and the hot water in the cold leg is wmledicted. In order to improve agreement
between predictions and data use of a scale-regplurbulence model may be necessary.

« Temperature stratification along the cold leg amdhe downcomer is in good agreement with
data which indicates that the buoyancy-driven i§itation is accurately simulated.

e The attachment of the cold water plume to the owtdl of the pressure vessel in the downcomer
is captured by the CFD simulation.

The calculations indicate the predominance of booyaeffects caused by density difference between
cold and hot water in the cold leg. The temperameasurements indicate that mixing effects are more
dominant. However, the mixing effect of the thermgale rakes and the video probe installed in tbe fl
field were not investigated. Further studies wilhcentrate on an increased resolution of the a@amd

the ECC nozzle and the application of scale-resgltirbulence models.
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